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availability of 3D data, which are not readily
accessible and are difficult to acquire.

'with several other factors, like stronger video diffusion
'models and the size of 3D data used for fine-tuning.
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(1): Fine-tune a video diffusion model

We first fine-tune a video diffusion model using : A é
100K rendered multi-view data, and then obtain |
metadata and classify high-quality data.
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This fine-tuned video diffusion model can
generate diverse and high-quality multi-view

sequences for training 3D generative models.




